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DNA is a very important component in a cell, which is located in the nucleus. DNA contains lot of information. For DNA sequence to transcript

and form RNA which copies the required information, we need a promoter. So promoter plays a vital role in DNA transcription. It is defined

as “the sequence in the region of the upstream of the transcriptional start site (TSS)”. If we identify the promoter region we can extract informa-

tion regarding gene expression patterns, cell specificity and development. So we propose a novel fast multiple attractor cellular automata (MACA)

with modified Clonal classifier for promoter prediction in eukaryotes. We have used three important features like TATA box, GC box and CAAT

box for developing this classifier. We have also used context future 6-mer for predicting the same. The proposed classifier is trained and tested with

datasets from DBTSS, EID, UTRdb datasets . In training phase of the classifier 100% specificity was obtained. In testing phase 84.5% sensitivity

and 92.7% specificity was achieved in an average. The time taken to predict the promoter region of length 252 in an average is 4 micro seconds.

KeyWOI‘dS: Cellular automata; Multiple attractor cellular automata; Clonal classifier; Promoter

Abbreviations: CA: Cellular Automata; MACA: Multiple Attractor Cellular Automata; CC: Clonal Classifier

Introduction: Most of the problems in bioinformatics can be address through
bioinformatics. Promoter prediction plays a vital role in protein formulation
and DNA transcription. Some of the genetic diseases which are associated
with variations in promoters are asthma, beta thalassemia and rubinstein-
taybi syndrome. Promoter sequence [1] can be used to control the speed of
translation from DNA into protein. It is also used in genetically modified
foods.

Figure 1 shows the location of promoter and protein coding region in
untranslated region (UTR). Promoter is located towards the upstream
(5) of the DNA sequence. Promoter initiates the Transcription. The start
codon (ATG) of the protein coding region and stop codon (TAG) were also
indicated in the figure 1.

Cellular Automata (CA) is a basic model of a spatially developed
decentralized system, made up of various unique components called Cells.

It is a computing model which can provide a good platform for performing
complex computations with the available local information. Each cell in the
system has a specific state which changes with over time depending on the
neighboring states.
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Figure 1: Promoter Region in a DNA sequence
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CA is defined a four tuple <G, Z, N, F>
Where G — Grid (Set of cells)
Z — Set of possible cell states
N — Set which describe cells neighborhoods
F — Transition Function (Rules of automata)

A CA displays three basic characteristics - locality, infinite parallelism, and
simplicity

Neumann V et al. [2] and Stanislaw Ulam initially proposed the model
of Cellular Automata in 1940. Wolfram S [3] did a detailed study on one-
dimensional CA (Elementary CA). He later published a book on “A New
Kind of Science” in 2002 which dealt with basic and neighborhood structure
of CA has pulled in scientists from different disciplines. It has been subjected
to thorough numerical and physical dissection for most recent fifty years and
its requisition has been proposed in diverse extensions of science - both
social and physics.

One dimensional CA became popular due to vast simplicity which uses two
states per cell. CA became very popular in the context of VLSI assuming zero
and one as states which uses additive and linear CA. CA has been applied
to multi dimension grid apart from one dimension and two dimensions.
The rules can be applied to each cell either uniform or non uniform. Global
transition rule and local transition rule can be represented accordingly.

So we apply a special class of CA [4] termed as multiple attractor cellular
automata which uses fuzzy logic strengthened with modified Clonal
classifier to predict the promoters efficiently and fastly.

The proposed classifier first encodes the corresponding DNA sequence
which is attributed with real values between one and zero. This modified
classifier now will process the input three in a sequence. The inverted tree
is formed based on the three content features and one context feature. This
will provide flexibility to map the frame work of this modified MACA with
so many other species calculations of promoters also which is not there in
earlier approaches.

Literature Survey

Vladimir B. Bajic etal. [1] have developed ANN (Artificial Neural Networks)
based program for finding promoters using micro-structural promoter
component recognition. Authors have considered features like TATA box,
CCAAT box, Inr and GC box for promoter prediction. All these features
are cascaded and every feature has a corresponding ANN developed. The
output of all features will be given to the integration layer ANN to give
the final output. Authors have compared their work with Audic, Autogene,
Promoter 2.0, NNPP, Promter Find, Promoter Scan, TATA, TSSG, TSSW,
IMC, SPANN, SPANN2 for True Positives and False Positives.

Hung JW et al. [5] has developed an effective forecast calculation that can
expand the recognition (power =1 - false negative) of promoter. Authors
introduce two strategies that utilize the machine force to ascertain all
conceivable examples which are the conceivable characteristics of promoters.
The primary strategy we exhibit FTSS (Fixed Transcriptional Start Site)
utilizes the known TSS positions of promoter arrangements to prepare the
score record that helps us in promoter forecast. The other strategy is NTSS
(Nonfixed TSS). The TSS positions of promoter arrangements utilized as a
part of NTSS are thought to be obscure, and NTSS won’t take irrefutably the
positions of Tsss into attention. By the exploratory effects, our expectation
has higher right rate than different past systems.

Horwitz MSZ et al. [6] have chosen an assembly of Escherichia coli
promoters from irregular DNA groupings by swapping 19 base sets at the
-35 promoter area of the etracycline safety gene te” of the plasmid pbr322.
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Substitution of 19 base sets with artificially blended irregular groupings
brings about a greatest of 419 (something like 3 x 1011) conceivable
swap groupings. From a populace of in the ballpark of 1000 microscopic
organisms harboring plasmids with these irregular substitutions, tetracycline
choice has uncovered numerous practical -35 promoter successions. These
promoters have held just halfway. Homology to the -35 promoter accord
grouping. In three of these promoters, the agreement operator moves 10
nucleotides downstream, permitting the RNA polymerase to distinguish an
alternate Pribnow box from inside the definitive pbr322 succession. Two
of the successions advertise translation more determinedly than the local
promoter.

Zeng J et al. [7] have used signal, structure and context features for predicting
promoter regions in humans. Authors have observed 50% of mammalian
promoters can be predicted with CpG signal so they have considered this
signal feature for promoter prediction. Authors have considered n-mers
and their statistics as a context feature for promoter prediction. They also
considered the flexibility that comes from 3D structural feature which plays
vital role in guiding transcription factors.

Oscar et al. [8] has presented a novel promoter prediction program named
CNN-Promoter which is trained to predicts three types of promoters
named core promoter, proximal promoter and distal promoter in eukaryotic
organisms. Authors propose a consensus strategy which is implemented with
neural networks. Authors have achieved 100% specificity during training
phase. Authors have used three important features like TATA box, GC box
and CAAT box for developing this classifier.

Design of MACA Based Modified Clonal Classifier

A Cellular Automata which uses fuzzy logic is an array of cells arranged
in linear fashion evolving with time. Every cell of this array assumes a
rational value in the interval of zero and one. All this cells changes their
states according to the local evaluation function which is a function of its
state and its neighboring states.

The general design of MACA [9-11] based Modified Clonal Classifier
is indicated in the figure 2. Input to this algorithm and its variations will
be DNA sequence and Amino Acid sequences. Input processing unit will
process sequences three at a time as three neighborhood cellular automata is
considered for processing DNA sequences. The rule generator will transform
the complemented and non complemented rules in the form of matrix, so
that we can apply the rules to the corresponding sequence positions very
easily. MACA [12-14] basins are calculated as per the instructions of
proposed algorithm and an inverter tree as in figures 3 and 4 named as AIS
multiple attractor cellular automata is formed which can predict the class of
the input after all iterations.

General Architecture of AIS-MACA

!

| Input Processing |

!

| Rule Generator |

l Rule Vector in the form of martix

Construction of AIS-MACA Basins
(Using Transition Rules)
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Algorithm
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Figure 2: General Design of MACA
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Figure 3: MACA-Modified Clonal Classifier Tree with basin 1, .50, 1
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Figure 4: MACA-Modified Clonal Classifier Tree with basin .75, 1, .50

The algorithms takes input as DNA sequence and the maximum population
and give output as the class, matrix representation and rule specification.

Input: S = {S1, S2, * » «, Sl}, Training Set, Maximum Population Mmax).

Output: Matrix Representation T, F, and information of the class

Begin

Step 1: Generate 500 new chromosomes for Initial Population.

Step 2: Initialize Maximum Population MM=zero; PP«IP.

Step 3: Compute fitness FF for each chromosome of PP according

Step 4: Store T, F, and corresponding class information for which the
fitness value FF = 1.

Step 5: If FF = 1 for at least one chromosome of PP, then go to Stop.

Step 5a: Check the TATA box

Step 5b: Check the GC box

Step S5c: Check the CAAT box.

Step 6a: Construct the MACA-CC tree based on 5a, 5b, 5c.

Step 6: Order chromosomes in order of fitness.

Step 7: Increment Maximum Population (MM).

Step 8: If GC > Gmax then go to Step 11.

Step 9: Form NP by operations of Modified Clonal algorithm

Step 10: PP«— NP; go to Step 3.

Step 11: Out Put and Store T, F, and corresponding class information for
which the fitness value is maximum.

Step 12: Stop.
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Human body consists of lot of cells, molecules and organs. No organ or
cell or molecule can control the functioning of an immune system. The
main aim of the immune system is to search and find the malfunctioning
cells within the body and foreign elements which may cause diseases.
The element which can be recognized by an immune system is named as
antigen. Artificial Immune System have intelligent algorithms like negative
selection algorithm, Clonal selection algorithm etc. We have taken the clonal
algorithm and made significant modifications enough to map this to our
prediction.

Modified Clonal Algorithm

1.Generate initial antibody population (AIS-MACA rules) randomly and call
it as Ab. It consists of two subsets memory population Abm and reservoir
population Abr.

2.Construct a set of Antigens population call it as Ag (DNA Sequence with
Class/ Input).

3.Select an antigen Agj from Ag the antigen population.

4.Apply every member of antibody population to the selected antigen Agj
and calculate affinity of the rule with the antigen via fitness equation in 4.1.

5.Select m highest affinity antibodies (AIS-MACA rules) from Ab and
generate clones for each antibody, which will be proportional to the affinity
as per the equation 4.2. Place the clones in the new population Pi. 6.Apply
mutation to the newly formed population Pi where the degree is inversely
proportional to their affinity as per equation 4.3. This produces a more
mature population Pi*

7.Re Calculate the affinity of the rule with the corresponding antigen as we
did it in step four. Order the antibodies in descending order. (high fitness
antibody will be on top)

8.Compare the antibodies from Pi* with the antibodies population from
Abm. Select the better fitness rules and remove them from Pi* and place
them in Abm.
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Experimental Results

2.Actual Negatives (AN) = TN + FP

An extensive testing of the classifier id done and the results are quite 3.Predicted Positives (PP) = TP + FP

promising. The data sets are taken from DBTSS [10], EIP [16], UTRdb [17].

4.Predicted Negatives (PN) = TN + FN

A total of 50% of each data set is used for training and 50% are used for

testing the promoters.

Parameters for testing promoters

The important statistics to look at include:

1.True Positives (TP): Number of correctly predicted promoters.
2.False Positives (FP): Number of incorrectly predicted promoters
3.True Negatives (TN): Number of correctly predicted non promoters

4. False Negatives (FN): Number of incorrectly predicted non promoters
Using the above measures following are calculated

1.Actual Positives (AP) = TP + FN

5.Sensitivity (SN) = TP/ (TP + FN)
6.Specificity (SP) = TP/ (TP + FP)

The proposed classifier is compared with standard promoter prediction
programs like Promoter Inspector, Dragon Promoter Finder, Promo
Predictor, CNN-Promoter, SPANN and IMC as shown in table 1. Table 2
shows the comparison of true positives and false positives with standard

promoter prediction programs.

The developed front is reported in figure 5. This classifier has an inbuilt
parameter for estimating the average time to predict promoters in a given
DNA sequence. This classifier predicts promoter region in .7 nano seconds

for a DNA sequence of length 252. Figure 6 shows the accuracy of promoter

prediction.
Sensitivity Specificity

Promoter Inspector 56.9 46.9
Dragon Promoter Finder 62.3 59.3
Promo Predictor 65.3 66.9
CNN-Promoter 76.3 82.3

SPANN 68.9 84

IMC 76 86
MACA-Modified CC 84.5 92.7

Table 1: Comparison of MACA-Modified CC with existing approaches with Sensitivity Vs Specificity

True Positives False Positives
Promoter 2.0 12 45
Promoter Finder 8 30
Promoter Scan 10
TATA 10 40
TSSG 8 20
SPANN 11 12
MACA-Modified CC 06 08

Table 2: Comparison of MACA-Modified CC with existing approaches with True Positive Vs False Positives
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CITGGAAGIC
TGAGGATARR
TCTTGICIGT
ARTGTTICICT
TIGTICIRIG
CAGRGCCIGG
GERGCCAGCR
CARTTAGAGR
ALRRRARRAL
TCTTCIGITT
GETRATGEAG
CCTCCCACAG
CGGGCGAGGA
GCICAGCIIG
CRACCCIGGC
CCRAGGCIGGR
GAGTAGCTAG
CTTGCRATGC
TGCCTAGGCC
TCCTCRATGG
GGITICCACR
TGETGAGRCRE
GGRGACCIIC
GEATTTIGAR
AGCCCCAGCC
AGCRAGRRTT
GCTGATCCAG
GGCCCCTGCA
CCCACCCICT
TCTCCAGGCR

1
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1361
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GGAGTGGAGE

CTTGGRAAGTC
TGAGGATARR
ICTIGICIGT
ALTGIICICT
TIIGIICIAIG
CAGAGCCIGE
GEAGCCAGCR
CAATTAGAGR
ALRRRARRAL
TCTTICIGITT
GGTRATGGAG
CCICCCRCAG
CGGGCGAGGR.
GCICAGCIIG
CARCCCIGGC
CCAGGCTGER
GAGTAGCTAG
CTTGCRATGC
TIGCCTAGGCC
TCCICARIGG
GGITICCACR
TEETGAGACA
GERGACCTIC
GEATTTIGAR
AGCCCCRGCC
AGCRAGRATT
GCTGATCCAG
GGCCCCIGCR
CCCACCCICT
TCICCAGGCR
FRETTCATG
GEAGTGGAGE

TIGGGAGATT
GRACGRCGAG
GGAGCCTICCT
GAGGTCCCCA
CATCCRIGCT
RGIGGCRIGG
GGTAGGIGAC
GAGCTTIGICT

TCTACRCRGC
RRGCTCCCCC
TGGACCTAGE
GGGCACGAGE
IGGCTICTRAC
CIGCGIGRAT
GIGCIGIGGG
GACTACAGEC
TGCACCAGBT
TGTGCTITIG
GCCGTGITIG
IGIGAGGGGC
BAGGGCGCIG
RCACACCCIG
CAGCTCCGCA
CCGCCRCTGA
CCACTTICTT
GACACCTCCC
GAGCTTCCARG
CCCAGGIGGC
CIACCIGGET
CGGGTGCCCT
RAGRCRGGEC

TTGGGAGATT
GRACGRACGAG
GGAGCCICCT
GAGGTCCCCA
CATCCAIGCT
RAGTGECATGE
GETAGGTGAC
GAGCTIGICT

TCTACRCAGC
RBAGCTCCCCC
IGGACCTAGGE
GGGCACGAGG
IGGCTCTRAAC
CIGCGTGAAT
GIGCTGTIGGEE
GACTACRGEC
TGCACCAGGT
IGIGCITIIG
GCCGIGITIIG
IGIGAGGGGEC
RAGGGECECIG
ACACACCCIG
CAGCTCCGCA
CCGCCRCTGA
CCACTTICIT
GACACCTICCC
GAGCTICCAG
CCCAGGIGGEC
CIACCIGGET
CGGGTGCCCT
RAGACAGGEC

CACCTTTACT
GATGGGGEAT
TCARACCCAG
GGAGCCATGA
CIGCICCACC
GCIGCIGGGGE
CITICCAGGG
GITGGCTGCC

ARRCTCAGIC
ACCCCCRACT
ARACCCTCAG
CCAGGTITCCC
ATTCCAGRAG
CCCCCTCCCT
ATCCIGGCCR
CCTCATCAIC
TGETCTCCAR
CTGAGTICATC
TCCTGGAGCC
TGAGGGGCIC
GCIGGCAGGE
ACRICTGGGC
GETEAATGAR
GIGGCTTIGT
GCTGTTGIGA
GCCCGCCACT
GCCCGGCCIG
AGTCCCCACC
ARGCCRGRIT
TCCTTGAGIT
IGGGGCTICR

CACCTTTACT
GATGGGGGAT
TCRRACCCAG
GERGCCRIGR
CIGCICCACC
GCTGCTGGEE
CITTCCAGGE
GITGGCTGCC

ARACTCAGTC
ACCCCCRACC
ARRCCCICAG
CCAGGIICCC
ATTCCAGRAG
CCCCCTCCCT
ATCCTGGCCR
CCTCATCATC
TGGTCTICCRA
CIGAGICAIC
TCCIGGAGCC
TGAGGGGCIC
GCTGGCAGEE
ACATCTGGEC
GETEAATGAR
GTGGCTTIGT
GCTGTIGTGA
GCCCGCCACT
GCCCGGCCIG
AGICCCCACC
ARGCCAGRIT
TCCTTGAGTT
TGGGGCTICA

CRAGATGETIG
GCCCCCTICC
GGRRATARAL
RAGCTGGGGLCT
CCTGCCCCTT
GCCIGIGGGC
CCIGCCIAIC
TGGCAGGETG
RRRRARARAC
GIGGCTTIGGE
CCACCCCTIC
CTCAGAGRAC
RRGAGCTCAG
CIGAGGCCIC
ICCCTIGITT
CIGCAGCCIT
CIGCCTGETT
CTCCTBGCCT
RGAGTTTIGT
CRGATGGACT
RRGGAGGGGR
BGRACAGCRCRE
CITGCCCGAC
RAGGTGAGGCC
GAGTGCGEEC
TGGTGETAAG
GGAGTACGTG
ATGACCTGCT
TTGGCCAGCG
CIGGACATGR
CRRAGCCCCR
GCICACCRGR

CAGATGGTTG
GCCCCCTTCC
GGRRATRARLE
RGCTGGGECT
CCIGCCCCIT
GCCTGTGEEC
CCTGCCTATC
TGGCAGGETG
RRRRARARAC
GIGECTTTIGG
CCRCCCCTTC
CICAGAGRAC
RRGAGCTCAG
CIGAGGCCIC
TCCCTTGITT
CIGCAGCCTT
CTGCCTGGTT
CTCCTGGCCT
BGRGITTIGI
CRGATGGACT
RRGEAGGEER
RGRACAGCACE
CITGCCCGAC
RGGTGAGECC
GRGTGCEEEC
TGGTGETAAG
GGAGTACGTG
RIGACCIGCT
TIGGCCAGCG
CIGGACATGR
CRARGCCCCR
GCTCACCRGR

TTTACCIGIC
ACGGGECCCT
CCACCTGCCA
GACTCCCAGG
CRCICIGCCC
IGCACTGGGC
CCRGCITICT
GAGTTCAGGE
CTRCRARRAC
AGATCACTTT
CITCCGGRAG
BACCCTGCAT
GTGAGTGACR
IGGCATCCCT
GITIGITIIT
GRRTICCIGG
RATGTTTRAG
CAGCCTCCCT
TCATTCCCAC
GTGGCCAGGC
GCRICTCCAC
GERAGGTCCT
GRGGGTGCIT
RAGGCTGEEGA
RAGTCACTICAR
GERACGGECC
RAGGGGEETCC
CATCAGCACC
AGGTCGTGCC
ICIACCAGGG
GGGATTCCCT
CCTIICCCIGR

TTTACCTGIC
ACGGGGCCCT
CCRCCTGCCR
GRCTICCCAGE
CRCTICTGCCC
TGCACTGGGC
CCRGCTTICT
GAGTTCAGGS
CTRCRARRAC
AGRTCACTIT
CTTCCGGAAG
RRCCCIGCRT
GIGAGIGACR
IGECATCCCT
GITIGTTIIT
GARTTCCIGE
BATGTTTARG
CAGCCTCCCT
ICATICCCAC
GIGGCCAGGT
GCRICTCCAC
GERAGGTCCT
GAGGGTGCTT
AGGCTGEEGA
RAGTCACTCR
GGRACGGGCC
BAGGGGGTCC
CRTCAGCACC
AGGICGIGCC
ICTACCAGGE
GEEATTCCCT
CCTTCCCIGR

TCGIGCACAG
GIGGCTTCCA
CGGGTTGTGG
GCRRTGGGAC
RCRCACRTCC
CRGRACCCCT
CCICCARTCC
GCAGGTCAGG
RRRCCCACCRE
ARGCTTGICT
CRRRTCTRAG
TCCCCACARCR
CRGTGGRACG
GCCCTTICCC
TICCCCGGGG
GCTCARGIGR
ARTTTTTTTA
AGGGTCTEEG
AGCRGCTCTG
RRGTGGATCR
TGGGIGGAGG
AGAGGITCCT
TCACTGGICT
ACCACCBCAT
GCCICCCIAG
TGGCTCTEEC
CGCTCATCRR
TACCCCARGT
CTCRGCCTGC
TGGIGACCIG
CAGGIGIGIG
CCCACTGCIC

TCGTGCACAG
GTGGCTTCCA
CGGGITGIGG
GCRATGGGAC
ACRCACRTCC
CRGRACCCCT
CCTCCAATCC
GCAGGTCAGGE
ARRCCCACCRE
RRAGCTTGICT
CRRRTCTRAG
TCCCCACRCR
CRGIGGRACG
GCCCTITCCC
TICCCCGGGE
GCTCARGTGR
RATTTTTTTR
AGGGTCTGGEG
AGCRAGCICIG
RRGTGGATCR
TGGGIGGAGE
AGRAGGTTCCT
TCACTGGICT
ACCRCCBCAT
GCCTCCCTAG
TGGCTCTGEGEC
CGCTCATCAZ
TACCCCRAGT
CICAGCCIGC
TGGIGACCIG
CAGGTGTGIG
CCCACTGCIC

CITGACCTIIG
ARCCTCGECC
TTCITCTAGG
TGCAGTGTCC
CICTAGACIG
GGCACCTICR
CICCCCICIC
AGCCCAGTGR
TIGGGCCITT
CCAGCTGGECR
TCCAGCCCCG
GCACCCACRA
GCCCAGGGCG
CRTGGRTRIC
AGGCCAGGIC
IICICTIGCC
ALGATTTTIA
ATTATAGETG
GCCCCTAGTA
CAGGCCTGGC
CIGGGGGICC
CRGTGCAGCT
GCRCCATGGC
TAGRGCCCGR
GCCTCAGTIGR
CCCTGACGCR
GTACTTTGCR
CCGGTRAAGTG
TCACCTCCCR
GRGRAGIGIC
AGIGIGICCT
LGGGRTIGGRAG

CTTGACCTIG
ARCCTCGGCC
IICTICTAGG
IGCAGIGICC
CICTAGACIG
GECACCTICA
CICCCCICIC
AGCCCAGTGR
TIGGGCCITT
CCAGCTGGCAR
TCCAGCCCCG
GCRCCCRCRR
GCCCAGGGCG
CAIGGATRAIC
AGECCAGEIC
TICTCTIGCC
ARGRTTITTTA
ATTATAGGIG
GCCCCTAGIR
CRGGCCIGGC
CIGGGGGICC
CAGTGCAGCT
GCACCATGGC
TAGRGCCCGR
GCCTCAGTGR
CCCTGACGCA
GTACTTTGCAR
CCGGTAAGIG
ICACCICCCR
GAGRAGIGIC
AGTGTGTCCT
LGEGATGEAG

Figure 5: Front End of MACA-Modified Clonal Classifier

GACTTTARAG
TCCTCTGEIC
ATCTTCTATC
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TIGCCTGGET
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GAGATGGGET
GGABCCACCC
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TGGCCTGGEC
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GGACTCTCCT
CCAGGCCCIG
CCTGETTIIC
CITCCCTGAR
GERACATGEER
GAGBCACTGE
ABBABGBECCRE
TCTCCCTCCC

GGGIGCARGG
ACTCIGARAG

GACTTTARAG
TCCTCTGGTC
ATCTICTATC
TIGITCITIC
GCCTTGIGET
AGACTGGCCT
TIGCCTGEET
CAGCTCGERAR
CCCCTTTCAT
CACTARGGAG
GCTCCAGATC
TCAGCCACTG
CCCICACCCT
CCATTTCRGR
TTGCTGTCAC
TCAGCCTICIG
GAGATGGGEET
GGAGCCACCC
GCAGCTCAGT
TGGCCTGEEC
CAGCAGGRAG
GGACTCTCCT
CCAGGCCCIG
CCTGETTIIC
CTTCCCTGRAR
GBARCATGER
GAGGCACTGG
AGGAGGGCCR
ICICCCICCC
ACCG]
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ACTCTGRARAG
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Figure 6: Accuracy of promoter region identification
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Conclusion

We have successfully developed and tested the MACA based modified
Clonal Classifier for predicting promoter regions in eukaryotes. The
proposed classifier is tested for specificity and sensitivity. It is compared

with important promoter programs available. The results obtained are found
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