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The ability to conduct advance gene expression profiling owing to 
developments in microarray technology has greatly enabled scientists to 
perform cancer classification or to predict the diverse types of cancer and 
their treatment options [1]. The researcher exploited the microarray cancer 
data to classify tissue samples into their subtypes or malignant and benign 
[2]. Furthermore, the data is valuable since it can be relied to explore all the 
cancer subtypes to identify the likely gene markers which assist in achieving 
positive diagnosis of the exact type of cancer as shown below [3].

Nonetheless, designing an appropriate classifier has been hindered by 
the minor sizes of sample. In most cases, data obtained from a sample 
with medical follow-up (the labeled data) only works with conventional 
supervised classifiers [4]. Alternatively, the researchers chose to disregard the 
massive number of microarray data that failed to contain sufficient follow-up 
details also known as the labeled data [5]. Latest empirical studies focusing 
on cancer diagnosis indicate that the unlabeled data can be used to develop 
the semi-supervised learning technique which greatly assist in improving 
prediction accuracy [6]. Actually, the method is considered as very effective 
in providing solutions to diverse biological challenges for instance, the 
discovery cancer subtypes using gene expression, predicting transcription 
factor–gene interaction, as well as classification of protein [7]. Therefore, 
they incorporated a new method that combined transductive support 
vector machine (TSVM) and gene (feature) selection [8]. Additionally, the 
researchers prove that transductive support vector machine enhances the 
correctness of prediction in comparison to the typical inductive support 
vector machines (ISVM) as well as reveal that there is a possibility of 
identifying the gene markers [9].

The prospective gene markers were obtained using a forward greedy 
search algorithm. Additionally, they designed a transductive support vector 
machine by exploiting the microarray data’s selected genes [10]. According 
to the article, such areas as identification of gene markers and classification 
of semi-supervised cancer have greatly benefited owing to the success of 

the suggested method in comparison to using the low-density separation 
technique and the inductive support vector machines [11]. Classifying 
the diverse kind of tumor is considered as a critical first step towards 
drug development and diagnosis of cancer disease [12]. Nonetheless, the 
clinical cancer research is negatively affected by problems experienced 
while predicting the prognosis while discovering the tumor [13]. Predicting 
correctly the varied types of tumor might assists in minimizing toxicity 
among patients as well as offering superior treatment of cancer [14, 15].

Microarray technology has enable researchers to conduct experiments 
across diverse conditions to investigate the gene expression profiles which 
has helped in predicting varied subtypes of cancer and the treatment options 
[16]. Nonetheless, the minor sample size used in microarray based-cancer 
inquiries is a big challenge with regards to getting comprehensive and 
correct prediction models [17].  The studies are usually restricted by the 
lack of sample besides being costly and time consuming. The researchers 
were successful in designing a model of predicting human cancers and drug 
option using gene expression profiles [18]. The TSVM was shown to be 
effective especially those which employ two feature selection methods as 
part of the transductive inference learning framework [19]. The selection of 
samples in the transductive support vector machines is based on geometric 
assessment of the feature space; besides, the training sets included support 
vector-like samples that had comprehensive details. Importantly, the 
transductive support vector machine being suggested by the researchers 
can be considered as an important process that helps to correctly describe 
the hyper-plane consistent with the transductive procedure that focuses on 
integrating the training and the unlabeled samples [20].

By using the unlabeled gene expression data in the transductive learning 
technique as recommended in the article, the researchers were able to attain 
positive empirical accomplishment [21]. Nonetheless, in case of varied 
distributions being followed by the unlabeled and labeled data, integration 
of the unlabeled data might have led to achievement of an undesirable 
performance [22, 23].
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The study findings prove that the semi-supervised learning can greatly 
contribute towards tackling the current clinical challenges. Furthermore, 
the empirical findings demonstrate that the suggested method is more 
effective in comparison to the LDS and the ISVM [24]. In addition, as 
part of the expanded scope of future studies, the researchers propose the 

need to rely on the fuzzy rough set theory in order to establish significant 
gene makers [25]. Besides, they seek to improve the semi-supervised or 
transductive learning by introducing the theory to enhance the efficiency 
and effectiveness of the suggested method.

Table 1: Gene Markers found in the Cancer Datasets [1] 

Gene Image ID Description

Leukemia dataset:

M27891_at Cystatin C (amyloid angiopathy and cerebral hemorrhage), CST3

Y07604_at Non-metastatic cells 4, protein expressed in

SRBCT dataset:

784224 Fibroblast growth factor receptor 4

812105 Transmembrane protein

207274 Human DNA for insulin-like growth factor II (IGF-2); exon 7 and additional ORF

782811 High mobility group (nonhistone chromosomal) protein isoforms I and Y

344134 Immunoglobulin lambda-like polypeptide 3

MLL dataset:

31375_at -

31385_at Ribosomal protein L28

31394_at Serpin Peptidase inhibitor, clade I (pancpin), member 2

31441_at ribonuclease, RNase A family, 2 (liver, eosinophil-derived neurotoxin) pseudogene

DLBCL dataset

M59829_at Heat shock 70kDa protein I -like

X53961_at Transferrin, peptidase S60  transferrin lactoferrin

U46006_s_at Cysteine and glycine-rich protein 2

X85785_mal_at Duffy blood group, Chemokin receptor
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