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## 1) Abstract

An alternative method for assessing average bioequivalence (ABE) using multiple crossover experiment is studied. Under a standard M-multiple sequential $2 \times 2$ crossover experiment, the test treatment is considered not equivalent to the reference if the difference of treatment effects is greater than a pre-specified limit in any two consecutive $2 \times 2$ crossover experiments (block) of the total M experiments. In this paper, power function for assessing ABE under a M 2 x 2 crossover this new design is studied by solving related characteristic polynomial. In addition, sample size calculation is also developed. A comparison in sample size requirement between traditional gold method and this new method is presented. It is found that when the $2 \times 2$ crossover block experiment is conducted 6 times with power less than $97.162 \%$, the new method requires a smaller sample size.
2) Keywords: Crossover design; Bioequivalence test; Clinical trials

## 3) Introduction

In health-related research, crossover designs are widely used and accepted to health authorities, such as the United States Food and Drug Administration (FDA) [1-3], for evaluating bioequivalence. A crossover experiment is usually conducted on healthy volunteers for assessment of bioequivalence between innovative drug and its generic drug. For a standard two-sequence, two period $(2 \times 2)$ crossover experiment, qualified subjects are randomly assigned to one treatment at the first dosing period. Then, after a sufficient length of washout, the same subjects are switched to receive the other treatment. The purpose of washout is to wear off possible residual effect that might be carried from previous dosing period to the following period. One of the primary advantages for a crossover experiment is each subject serves as its own control, which removes the inter-subject variability. In some situations, a crossover experiment is necessarily carried out repeatedly for comparing the performance of treatments within the same subject. In this article, we refer to such a repeated experiment with the same crossover design as a multiple crossover experiment.

Let (TR,RT) denote a standard two-sequence, two-period $(2 \times 2)$ crossover design, where T is a test treatment and R is a reference treatment. A M-multiple $2 \times 2$ crossover design refers to the design of the form $\stackrel{(R T|\ldots| R T,}{M}, \stackrel{M}{T R|\ldots| T R)}$ in which (TR,RT) and (RT, TR) appears with the probability of 0.5 .

In practice, bioequivalence is usually tested by a two one sided test (TOST) procedure [4].We can conclude that bioequivalence when the confidence interval is within bioequivalence limits $-\Delta_{L}$ and $\Delta_{U}$. Alternatively, in this article, we propose a test under M-multiple $2 \times 2$ crossover block design, for assessing bioequivalence. The proposed method does not depend on confidence interval but only on the number of consecutive difference of average treatment effect in each $2 \times 2$ crossover block beyond the limit.

In the next Section, the statistical model for assessing BE under a multiple crossover experiment is briefly outlined. In Section 5, an estimate of the probability of failing the experiment for a given day is obtained with a given power of 1- $\beta$. Procedures for sample size calculations for continuous and discrete cases were derived in Section 6 and 7, respectively. An example and a brief discussion are given in Section 8 and 9.

## 4) Statistical Model

Let (TR,RT) denotes a standard two-sequence, two-period $(2 \times 2)$ crossover design. That is, in the first sequence, qualified subjects are randomly assigned to receive the test treatment (T) first and then crossovered to receive the reference treatment $(\mathrm{R})$ after a sufficient length of washout.

Consider a M-multiple $2 \times 2$ crossover experiment with n 1 subjects in the first sequence and n 2 in the second (Table 1).

Table 1 M-multiple $2 \times 2$ crossover experiment

|  | Day1 | Day2 | $\ldots$ | Day M |
| :--- | :--- | :--- | :--- | :--- |
| $\mathrm{n}_{1}$ | TR | R T | $\ldots$ | T R |
| $\mathrm{n}_{2}$ | R T | T R | $\ldots$ | R T |

In each block (e.g. day), one of the two $2 \times 2$ crossover design, i.e., (TR,RT) or (RT,TR) is independently chosen with probability 0.5 . To simplify the procedure, we just let different designs to be conducted in turn below.

Let $\overline{Y_{T}}$ and $\overline{Y_{R}}$ be the sample mean of the test treatment and the reference treatment respectively. Assume $\overline{Y_{T}}-\overline{Y_{R}}$ are independent identically distributed (i.i.d) among different days.

$$
p=P\left\{\left|\overline{Y_{T}}-\overline{Y_{R}}\right|>\Delta \text { in a particular day }\right\}
$$

If $\left|\overline{Y_{T}}-\overline{Y_{R}}\right|>\Delta$ for a pre-specified $\Delta$, test treatment T is considered to be different from reference treatment $R$. If $T$ is different from $R$ in two consecutive days, then we consider the experiment fails and $T$ is not equivalent to $R$. The objective of this article is to study the power of this type of experiment design and develop procedure for sample size calculation.

## 5) The Estimation of $P$

For testing whether two product are equivalent, the following hypotheses can be set up

$$
\begin{gathered}
H_{0}:-\Delta \leq\left|Y_{T}-Y_{R}\right| \leq \Delta \\
H_{A}:\left|Y_{T}-Y_{R}\right|>\Delta
\end{gathered}
$$

Where $\Delta$ is a pre-specified bioequivalence limit.
Let

$$
X_{d}=\left\{\begin{array}{l}
1 \text { if }\left|\bar{Y}_{d T}-\bar{Y}_{d R}\right|>\Delta \\
0 \text { else }
\end{array}\right.
$$

Where $\mathrm{d}=1, \ldots, \mathrm{M}$. Then $\mathrm{X}_{\mathrm{d}}$ are i.i.d Bernoulli random variables with success rate $p$. The power of this experimental design is the probability that 2 consecutive 1 's are observed. If we let $g(m)$ denote the probability that no two consecutive 1 's in $m$ days, the power is given by $1-\mathrm{g}(\mathrm{m})$. A deductive formula for $g(m)$ can be obtained by considering the first two days' observations (i.e. $\mathrm{X}_{1}$ and $\mathrm{X}_{2}$ ).

$$
g(m)=p q \cdot g(m-2)+q \cdot g(m-1)
$$

The above formula shows that the probability of no two consecutive 1's are observed in $m$ days, which can be divided into two parts according to $\mathrm{X}_{1}$ and $X_{2}$. If $X_{1}=1$, then $X_{2}$ must be 0 . Otherwise, two consecutive 1 's are observed. The condition is met if and only if in the rest $m-2$ days two consecutive 1's does not happen. The probability of no two consecutive 1 's in a sequence of length $m-2$ is $g(m-2)$. Finally, this part of probability is given by

$$
P\left(X_{1}=1, X_{2}=0, \text { no two consequetive } 1^{\prime} \sin X_{t}, 3 \leq t \leq m\right)=p q . g(m-2)
$$

When $X_{1}=0$, no two consecutive 1 's is in the whole sequence if and only if no two consecutive 1's in the rest $m-1$ days.

This probability is $q . g(m-1)$. Thus, (1) holds.
Let

$$
\begin{align*}
& s=\frac{q-\sqrt{q^{2}+4 p q}}{2}  \tag{2}\\
& t=\frac{q-\sqrt{q^{2}+4 p q}}{2}
\end{align*}
$$

From (1), if can be verify that

$$
\frac{g(m)-\operatorname{tg}(m-1)}{g(m-1)-\operatorname{tg}(m-2)}=s
$$

and

$$
\begin{align*}
g(m)-\operatorname{tg}(m-1) & =s^{m-1}(g(1)-\operatorname{tg}(0)) \\
& =s^{m-1}(1-t) \\
& =s^{m-1}-t s^{m-1} \tag{3}
\end{align*}
$$

Reformulate equation 3, we have

$$
\begin{gathered}
g(m)-\operatorname{tg}(m-1)=t^{m-1}(1-t)\left(\frac{s}{t}\right)^{m-1} \\
\operatorname{tg}(m-1)-t^{2} g(m-2)=t^{m-1}(1-t)\left(\frac{s}{t}\right)^{m-2} \\
\ldots=\ldots \\
t^{m-1} g(1)-t^{m} g(0)=t^{m-1}(1-t) \\
g(m)-t^{m} g(0)=t^{m-1}(1-t) \frac{1-(S / t)^{m}}{1-s / t} \\
=\frac{1-t}{s-t} s^{m}+\frac{1-s}{t-s} t^{m}
\end{gathered}
$$

The last equation is in form of roots of characteristic polynomial. Thus, the power is

$$
\begin{equation*}
1-\beta=1-g(m)=1-t^{m}-t^{m-1}(1-t) \frac{1-(s / t)^{m}}{1-^{s} / t} \tag{4}
\end{equation*}
$$

where $t$ and $s$ are given in equation (2).

From equation (4), it can seen that it is a strictly monotone increasing of $m$ and $p$. Thus, once $p$ is determined, we can choose appropriate sample size to achieve the desired $p$.

For more general cases, suppose the probability that there is no k consecutive 1's observed in a Bernoulli sequence with length $m$ is $g(m)$, which can be calculated by a similar deductive formula: [5]

$$
\begin{equation*}
g(m)=\sum_{i=0}^{k-1} p^{i} q g(m-i-1) \tag{5}
\end{equation*}
$$

with initial conditions $g(j)=1, \forall 0 \leq j \leq k-1$.
Note that in this general case, equation (5) is a homogeneous linear recurrence equation with constant coefficients (C-recursive equation) 5 of order $k$. Explicit solution can be found up to degree 4 by directly finding the roots of characteristic polynomial.

When $k \geq 5$, no explicit expression for $g(m)$ can be found.

When $k \geq 5$, no explicit expression for $g(m)$ can be found As discussed above, when the number of consecutive tolerable days $k$ and the number of total experiment days $m$ are fixed, $1-g(m)$ is an increasing function of p .

Thus, for desired power $1-\beta$, p can be obtained by a binary search. Figure 1 plots power versus $p$ in case $k=4$ and $m=8,10,12,14$. It's clear that $1-g$ $(m)$ is an increasing function in p and m . Figure 1 below illustrates the case when $k=4$.

Figure 1 The power curve corresponding to $k=4, m=8,10,12,14$

6) Within Block Analysis

Without assuming $p$ directly, for a given day, assuming $n_{1}$ subjects in sequence 1 and $n_{2}$ subjects in sequence 2 , consider the following model when a M-multiple M $2 \times 2$ crossover experiment in a given day,

$$
y_{i j k}=\mu+P_{k}+Q_{i}+F_{(i, k)}+S_{i j}+e_{i j k}
$$

where

- $\left\{\begin{array}{cl}\text { sequence } & i=1,2 \\ \text { subject in sequence } & j=1, \ldots, n_{i} \\ \text { period } & k=1,2\end{array}\right.$
- $\mu$ : the overall mean
- $P_{k}$ : the fixed effect of $k$ th period and $\sum P_{k}=0$;
- $Q_{i}$ : the fixed effect of the ith sequence $Q_{1}+Q_{2}=0$;
- $S_{i j}$ : the random effect of the jth subject in the ith sequence;
- $e_{i j k}$ : the within subject random error observing $y_{i j k}$ and $e_{i j k} \sim N\left(0, \sigma^{2}\right)$
- $\quad F_{i k}$ : the direct fixed of the formulation in the ith sequence which is administrated at the kth period and $\sum F_{(i, k)}=0$

| $\mathbf{n}_{1}$ | $\mathbf{T}$ | $\mathbf{R}$ |
| :--- | :--- | :--- |
| $\mathbf{n}_{2}$ | R | T |

For a given day with the following experimental sequence (referred as design $\alpha$ )
we have,

$$
\bar{Y}_{T}=\frac{n_{1} \bar{Y}_{T 1}+n_{2} \bar{Y}_{T 2}}{n_{1}+n_{2}}
$$

where

$$
\bar{Y}_{T 1}=\mu+Q_{1}+P_{T}+F_{T 1}+\frac{1}{n_{1}} \sum_{i=1}^{n_{1}} S_{i 1}+\frac{1}{n_{1}} \sum_{i=1}^{n_{1}} e i 11
$$

And

$$
\bar{Y}_{T 2}=\mu+Q_{2}+P_{T}+F_{T 2}+\frac{1}{n_{2}} \sum_{i=1}^{n_{1}} S_{i 2}+\frac{1}{n_{1}} \sum_{i=1}^{n_{1}} e i 22
$$

Then the average test treatment effect

$$
\begin{aligned}
\bar{Y}_{T}= & \mu+\frac{n_{1} P_{1}+n_{2} P_{2}}{n_{1}+n_{2}}+\frac{n_{1} Q_{1}+n_{2} P Q_{2}}{n_{1}+n_{2}}+\frac{n_{1} F_{T 1}+n_{2} F_{T 2}}{n_{1}+n_{2}} \\
& +\frac{\sum_{i=1}^{n_{1}} S_{i 1}+\sum_{i=1}^{n_{2}} S_{i 2}}{n_{1}+n_{2}}+\frac{\sum_{i=1}^{n_{1}} e_{i 11}+\sum_{i=1}^{n_{2}} e_{i 22}}{n_{1}+n_{2}}
\end{aligned}
$$

Similarly, the average reference treatment effect

$$
\begin{aligned}
\bar{Y}_{R}= & \mu+\frac{n_{1} P_{1}+n_{2} P_{2}}{n_{1}+n_{2}}+\frac{n_{1} Q_{1}+n_{2} P Q_{2}}{n_{1}+n_{2}}+\frac{n_{1} F_{R 1}+n_{2} F_{R 2}}{n_{1}+n_{2}} \\
& +\frac{\sum_{i=1}^{n_{1}} s_{i 1}+\sum_{i=1}^{n_{2}} s_{i 2}}{n_{1}+n_{2}}+\frac{\sum_{i=1}^{n_{1}} e_{i 21}+\sum_{i=1}^{n_{2}} e_{i 12}}{n_{1}+n_{2}}
\end{aligned}
$$

Thus
$\bar{Y}_{T}-\bar{Y}_{R}=\frac{n_{1}-n_{2}}{n_{1}+n_{2}}\left(P_{1}-P_{2}\right)+\frac{n_{1}}{n_{1}+n_{2}}\left(F_{T 1}-F_{R 1}\right)+\frac{n_{2}}{n_{1}+n_{2}}\left(F_{T 2}-F_{R 2}\right)+\frac{1}{n_{1}+n_{2}} \sum e_{i j k}$

Similarly, if the alternative design $\beta$ is conducted, that is

| $\mathrm{n}_{1}$ | R | T |
| :---: | :---: | :---: |
| $\mathrm{n}_{2}$ | T | R |

the equation (6) becomes
$\bar{Y}_{T}-\bar{Y}_{R}=\frac{n_{1}-n_{2}}{n_{1}+n_{2}}\left(P_{2}-P_{1}\right)+\frac{n_{2}}{n_{1}+n_{2}}\left(F_{T 1}-F_{R 1}\right)+\frac{n_{1}}{n_{1}+n_{2}}\left(F_{T 2}-F_{R 2}\right)+\frac{1}{n_{1}+n_{2}} \sum e_{i j k}$

Therefore,

$$
\begin{aligned}
& E\left(\bar{Y}_{T}-\bar{Y}_{R}\right)=E\left[E\left(\bar{Y}_{T}-\bar{Y}_{R} \mid \text { design }\right)\right] \\
& =\frac{1}{2} E\left(\bar{Y}_{T}-\bar{Y}_{R} \mid \text { design } \alpha\right)+\frac{1}{2} E\left(\bar{Y}_{T}-\bar{Y}_{R} \mid \text { design } \beta\right) \\
& =0.5\left(F_{T 1}-F_{R 1}+F_{T 2}-F_{R}\right):=\delta
\end{aligned}
$$

is an unbiased estimator of the direct formulation effects $(\delta)$.
Then we can note that

$$
\bar{Y}_{T}-\bar{Y}_{R}={ }_{d}\left\{\begin{array}{l}
N\left(a+\delta_{1}, 2 \sigma^{2} / n_{1}\right) \text { w.p. } 1 / 2 \\
N\left(-a+\delta_{2}, 2 \sigma^{2} / n_{2}\right) \text { w.p. } 1 / 2
\end{array}\right.
$$

where $=d$ denotes "distributed as", "w.p." is "with probability",

$$
\begin{equation*}
a=\frac{n_{1}-n_{2}}{n_{1}+n_{2}}\left(P_{1}-P_{2}\right) \tag{7}
\end{equation*}
$$

And

$$
\begin{aligned}
& \delta_{1}=\frac{n_{1}}{n_{1}+n_{2}}\left(F_{T 1}-F_{R 1}\right)+\frac{n_{2}}{n_{1}+n_{2}}\left(F_{T 2}-F_{R 2}\right) \\
& \delta_{2}=\frac{n_{2}}{n_{1}+n_{2}}\left(F_{T 1}-F_{R 1}\right)+\frac{n_{1}}{n_{1}+n_{2}}\left(F_{T 2}-F_{R 2}\right)
\end{aligned}
$$

When there is no random formulation effect: $\delta 1=\delta 2=0$. The probability of committing the type I error is given by

$$
\frac{1}{2} P\left(\left|N\left(a, \frac{2 \sigma^{2}}{n_{1}}\right)\right|>\Delta\right)+\frac{1}{2} P\left(\left|N\left(-a, \frac{2 \sigma^{2}}{n_{2}}\right)\right|>\Delta\right)
$$

From this expression we can see that the probability of committing the type I error could be very big, if $|a|$ is far from 0 . In what follows, statistical method for sample size calculation under various situation (i.e., $a=0$ ) are proposed to reduce the probability of committing the type I error.

## 6.1) When There Are No Period Effects

A carefully designed experiment can eliminate period effects (i.e., $p 1=p 2=$ $0 \Rightarrow a=0$ ). In this case, we have

$$
\bar{Y}_{T}-\bar{Y}_{R}= \begin{cases}N\left(\delta_{1}, 2 \sigma^{2} / n_{1}\right) & \text { w.p. } 1 / 2 \\ N\left(\delta_{2}, 2 \sigma^{2} / n_{2}\right) & \text { w.p. } 1 / 2\end{cases}
$$

Then, the power function can be obtained as

$$
\begin{aligned}
& P\left(\left|\bar{Y}_{T}-\bar{Y}_{R}\right|>\Delta\right)=\frac{1}{2} P\left(\left|N\left(\delta_{1}, \frac{2 \sigma^{2}}{n_{1}}\right)\right|>\Delta\right)+\frac{1}{2} P\left(\left|N\left(\delta_{2}, \frac{2 \sigma^{2}}{n_{2}}\right)\right|>\Delta\right) \\
& =\frac{1}{2} P\left(Z<-\frac{\Delta+\delta_{1}}{\sigma} \sqrt{\frac{n_{1}}{2}}\right)+\frac{1}{2} P\left(Z>\frac{\Delta-\delta_{1}}{\sigma} \sqrt{\frac{n_{1}}{2}}\right)+\frac{1}{2} P\left(Z<-\frac{\Delta+\delta_{2}}{\sigma} \sqrt{\frac{n_{2}}{2}}\right) \\
& \frac{1}{2} P\left(Z>\frac{\Delta+\delta_{2}}{\sigma} \sqrt{\frac{n_{2}}{2}}\right)
\end{aligned}
$$

6.2) Equal Number of Subjects in Each Sequence

From the expression for $a(5)$, if $n_{1}=n_{2}=n$, in this case,

$$
\bar{Y}_{T}-\bar{Y}_{R} \sim N\left(\delta, \frac{2 \sigma^{2}}{n}\right)
$$

The power function is given by

$$
P\left(\left|N\left(\delta, \frac{2 \sigma^{2}}{n}\right)\right|>\Delta\right)=P\left(Z<-\frac{\Delta+\delta}{\sigma} \sqrt{\frac{n}{2}}\right)+P\left(Z>\frac{\Delta-\delta}{\sigma} \sqrt{\frac{n}{2}}\right)
$$

Under the null hypothesis that $-\Delta \leq \delta \leq \Delta$, where $\delta>0$, the probability $P\left(z<-\frac{\Delta+\delta}{\sigma} \sqrt{n / 2}\right)$ may be negligible for a large n . Thus for a given power of $1-\beta$, a conservative half sample size estimation can be get by solving

$$
P\left(z>\frac{\Delta-\delta}{\sigma} \sqrt{n / 2}\right)=1-\beta
$$

This leads to

$$
n=2 \frac{z_{1-\beta}^{2} \sigma^{2}}{(\delta-\Delta)^{2}}
$$

6.3) Alternative Estimates for $\mu_{T}$ and $\mu_{R}$

Suppose for a given day, the sequences of a crossover experiment is as follows

| $\mathbf{n}_{1}$ | $\mathbf{T}$ | $\mathbf{R}$ |
| :--- | :--- | :--- |
| $\mathbf{n}_{2}$ | R | T |

If we define $\bar{Y}_{T}=\frac{1}{2}\left(\bar{Y}_{T 1}+\bar{Y}_{T 2}\right)$ and $\bar{Y}_{R}=\frac{1}{2}\left(\bar{Y}_{R 1}+\bar{Y}_{R 2}\right)$, we have

$$
\bar{Y}_{T 1}=\mu+\frac{1}{2 n_{1}} \sum S_{i 2}+\frac{1}{2 n_{1}} \sum S_{i 2}+\frac{1}{2}\left(F_{T 1}+F_{T 2}\right)+\frac{1}{2 n_{1}} \sum e_{i 11}+\frac{1}{2 n_{2}} \sum e_{i 22}
$$

And

$$
\bar{Y}_{R}=\mu+\frac{1}{2 n_{1}} \sum S_{i 1}+\frac{1}{2 n_{2}} \sum S_{i 2}+\frac{1}{2}\left(F_{R 1}+F_{R 2}\right)+\frac{1}{2 n_{1}} \sum e_{i 21}+\frac{1}{2 n_{2}} \sum e_{i 12}
$$

Then

$$
\bar{Y}_{T}-\bar{Y}_{R}=\delta+\frac{1}{2 n_{1}} \sum\left(e_{i 11}-e_{i 21}\right)+\frac{1}{2 n_{2}} \sum\left(e_{i 22}-e_{i 12}\right)
$$

On the other hand, if the design is

| $\mathbf{n}_{1}$ | $\mathbf{R}$ | $\mathbf{T}$ |
| :--- | :--- | :--- |
| $\mathbf{n}_{2}$ | T | R |

then we will have

$$
\bar{Y}_{T}-\bar{Y}_{R}=\delta+\frac{1}{2 n_{1}} \sum\left(e_{i 21}-e_{i 11}\right)+\frac{1}{2 n_{2}} \sum\left(e_{i 12}-e_{i 22}\right)
$$

In this case, for a given day, we have

$$
\bar{Y}_{T}-\bar{Y}_{R} \sim N\left(\delta,\left(\frac{1}{2 n_{1}}+\frac{1}{2 n_{2}}\right) \sigma^{2}\right)
$$

regardless of the design (either design $\alpha$ or design $\beta$ ) used. As a result,

$$
P\left(\left|N\left(\delta,\left(\frac{1}{n_{1}}+\frac{1}{n_{2}}\right) \delta^{2}\right)\right|>\Delta\right)=P\left(Z<-\frac{\Delta+\delta}{\sigma} \sqrt{\frac{n_{1} n_{2}}{n_{1}+n_{2}}}\right)+P\left(Z>\frac{\Delta+\delta}{\sigma} \sqrt{\frac{n_{1} n_{2}}{n_{1}+n_{2}}}\right)
$$

7) Binary Outcome

In this section, for simplicity, we assume that there are no carryover effects and formulation effects across days. Suppose our response yijT is a Bernoulli random variable associated with the jth subject in the ith sequence under treatment $(\mathrm{T})$. yiR is similarly defined. Suppose $\mathrm{p}_{i t}=P\left(\mathrm{y}_{\mathrm{ijT}}=1\right)$ and $\mathrm{p}_{i R}=\mathrm{P}\left(\mathrm{y}_{\mathrm{ijR}}=1\right)$. If two responses come from two different subjects, they are assumed independent. This can happen because two responses come from two different subjects within the same sequence (having different j but same i) or two subjects come from different sequence (having different $i$, but
may same $j$ ). But if two responses come from the same subject by different formulation (T or R), then may not be independent. Suppose the crossover design for a given day is

| $\mathbf{n}_{1}$ | $\mathbf{T}$ | $\mathbf{R}$ |
| :--- | :--- | :--- |
| $\mathbf{n}_{2}$ | R | T |

Suppose $p_{i T}=P\left(y_{i j T}=1\right)$ and $p_{i R}=P\left(y_{i j R}=1\right)$. Then $\bar{Y}_{T}-\bar{Y}_{R}$ can be expressed as

$$
\begin{aligned}
& \bar{Y}_{T}-\bar{Y}_{R}=\frac{1}{n_{1}+n_{2}}\left[\left(n_{1} \bar{Y}_{T 1}+n_{2} \bar{Y}_{T 2}\right)-\left(n_{1} \bar{Y}_{R 1}+n_{2} \bar{Y}_{R 2}\right)\right] \\
& =\frac{1}{n_{1}+n_{2}}\left[n_{1}\left(\bar{Y}_{T 1}-\bar{Y}_{R 1}\right)+n_{2}\left(\bar{Y}_{T 2}-\bar{Y}_{R 2}\right)\right] \\
& =\frac{1}{n_{1}+n_{2}}\left[\sum_{j=1}^{n_{1}}\left(y_{1 j T}-y_{1 j R}\right)+\sum_{j=1}^{n_{2}}\left(y_{2 j T}-y_{2 j R}\right)\right]
\end{aligned}
$$

Then $\left(\mathrm{y}_{1 \mathrm{jT}}-\mathrm{y}_{1 \mathrm{jR}}\right)$ and $\left(\mathrm{y}_{2 \mathrm{jT}}-\mathrm{y}_{2 \mathrm{jR}}\right)$ are independent. When n 1 and n 2 are sufficiently large, central limit theorem can be applied. As a result,

$$
\bar{Y}_{T}-\bar{Y}_{R} \sim \frac{n_{1}}{n_{1}+n_{2}} N\left(\mu_{1}, \sigma_{1}^{2} / n_{1}\right)+\frac{n_{2}}{n_{1}+n_{2}} N\left(\mu_{2}, \sigma_{2}^{2} / n_{1}\right) \sim N\left(\mu^{*}, \sigma^{*}\right)
$$

Where

$$
\begin{gathered}
\mu_{k}=E\left(y_{i j T}-y_{i j R}\right)=p_{i T}-p_{i R} \\
\sigma_{k}^{2}=\operatorname{Var}\left(\bar{Y}_{i j T}-\bar{Y}_{i j T k}\right)
\end{gathered}
$$

And

$$
\begin{aligned}
& \sigma^{*^{2}}=\frac{n_{1} \mu_{1}+n_{2} \mu_{2}}{n_{1}+n_{2}} \\
& \sigma^{*^{2}}=\frac{n_{1} \sigma_{1}^{2}+n_{2} \sigma_{2}^{2}}{\left(n_{1}+n_{2}\right)}
\end{aligned}
$$

Thus, the sample size can be determined by solving

$$
P\left(\left|N\left(\mu^{*}, \sigma^{*^{2}}\right)\right|>\Delta\right)=1-\beta
$$

Note that when $n_{1}=n_{2}$, we have

$$
\bar{Y}_{T}-\bar{Y}_{R} \sim N\left(\frac{\mu_{1}+\mu_{2}}{2}, \frac{\sigma_{1}^{2}+\sigma_{2}^{2}}{4 n}\right)
$$

This leads to

$$
n=\frac{z_{1-\beta}^{2}\left(\sigma_{1}^{2}+\sigma_{2}^{2}\right)}{\left[2 \Delta-\left(p_{1 T}-p_{1 R}+p_{2 T-} p_{2 R}\right)\right]^{2}}
$$

## 8) An Example

In practice, a multiple crossover experiment is often conducted in mice studies. For example, we may of interest to evaluate for evaluation of the odor intensity from animal housing hardware. The purpose of the experiment is to verify that a newly designed animal housing hardware or an animal housing hardware with a new filter for the space shuttle will not contain odors that are perceived as strong, unpleasant or annoying for a time period of 1 to 21 days. As a result, a M-multiple crossover experiment for evaluation of odor from animal housing hardware is usually conducted on daily basis for a consecutive 21 days. On each days, housing hardware with an old filter or with new filter, which contains no animals or a different number of animals (e.g. 3, 6, 9 or 12 mice) is assessed using a 5 -scale
odor intensity rating (i.e., 0 for none, 1 for barely detectable, 2 for weak, 3 for moderate, 4 for strong and very strong). If a statistically significant difference between the housing hardware with the old filter and the housing hardware with the new filter is detected for two consecutive days, then we claim that the new filter is not equivalent to old filter, and hence conclude that the newly designed filter for the housing hardware fails.

## 8.1) Sample Size Calculation Compared with Traditional Gold Method

In traditional test for equivalence in a $2 \times 2 \mathrm{M}$ crossover design, response in each sequence and each period are summed up to do a single $t$-test. Chow and Jun [6] gives a conservative approximation of sample size $n$ which can be done since the actual power is greater than

$$
1-2 T_{2 n-2}\left(t_{\alpha, 2 n-2} \left\lvert\, \frac{\sqrt{2 n}(\Delta-|\varepsilon|)}{\sigma_{m}}\right.\right)
$$

Where $\Delta$ is the limit, $\varepsilon$ is truth difference in treatment effect and $\left(\sigma_{m}^{2} / 2 n\right.$ is the variance of the unbiased estimator of mean. When $n$ is large, the resulting sample size to achieve desired power is

$$
n=\frac{\left(z_{\alpha}+z_{\beta / 2}\right)^{2} \sigma_{m}^{2}}{2(\delta-|\varepsilon|)^{2}}
$$

Compared with the sample size requirement above, set $k=2$ and $m=6$ in Section 5 . Let $\alpha=0.05$. This property holds whenever power $\geq 0.138$ while keep the same power. Figure 2 shows the ratio of new sample size requirement to the old method.

Figure 2 Comparison of sample size requirement, black curve is the ratio of the sample size requirement of new method to traditional method. Red horizontal line is ratio $=1$


## 9) Discussion

Crossover experiment is a type of model that have been used widely in clinical research. In this article, we propose an alternative criterion/method for evaluation of treatment effect under a M-multiple $2 \times 2$ crossover design. Power analysis for sample size calculation under the M-multiple $2 \times 2$ crossover design was also developed. It is suggested that the proposed method for bioequivalence assessment under multiple $2 \times 2$ crossover design be used in the following situations:

1. The primary endpoint is a continuous variable, which is discussed in section 6. Procedure for sample size calculation is also given. Note that period effect is also permitted.
2. For a long term experiment, especially when there is a large number of periods. In this case, subjects often cannot complete the entire trial. In addition, a serious imbalance cause (i.e. $n 1 \neq n 2$ ) may occur. The proposed method described in section 6.3 is useful for obtaining valid results.
3. Note that the proposed criterion/method does not require the calculation of confidence interval to conclude bioequivalence. The proposed criterion/ method is mathematically easy and user friendly.
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