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Microarrays allow researchers to perform simultaneous monitoring of the 
profiles of many gene expressions under diverse experimental environments. 
Furthermore, it is relied upon to establish the co-expressed genes in certain 
tissues or cells that are actively utilized in making proteins [1]. Besides, the 
bioinformatics research largely depends on this technique to examine the 
gene expression. Additionally, it is evident that clustering of gene expression 
data is an important process that helps to identify co-expressed genes or the 
clusters of samples and genes which can be regarded as biological relevant 
[2]. In the article, the researchers used the K-means clustering with AGMFI 
or the Automatic Generations of Merge Factor for ISODATA – (Iterative Self-
Organizing Data Analysis Techniques) [3]. The results of the experiments on 
gene expression data prove that the suggested enhanced AGMFI can detect 
the compact clusters [4].

Clustering can be utilized in several applications ranging from data mining, 
medicine, biology, as well as engineering. Besides, scientists usually detect 
the co-expressed genes by clustering the gene expression data [5]. The DNA 
microarrays, given their high throughput, are popularly regarded as advanced 
technology with for evaluating the levels of gene expression [6]. Data matrix 
whereby the columns are used to signify the conditions while rows are relied 
upon to indicate the data and to comprehensively present the outcome from 
such investigations [7]. The matrix entries are considered as the measure 
of the level of the expression of a particular gene under a predetermined 
condition [8-9]. 

Furthermore, data analysis indicates the existence of genes with unrecognized 
functions in addition to developing the practical relations that exist between 
genes [10]. With regards to analysis of microarray gene expression, the 
SOM, K-Means clustering, and hierarchical clustering are considered as 
the most common clustering algorithms [11]. Among the three algorithms, 
the K-Means clustering as developed by Mac Queen has been proven to 
be the most popular, more effective as well as very easy to apply [12]. The 
simplicity of the K-Means clustering algorithm has made it applicable to 

numerous areas. In addition, it has proved to be successful with regards to 
producing clusters for several practical applications [13]. Nonetheless, with 
regards to large data sets, the original K-Means algorithm usually has a very 
high computational complexity [14]. As a partitioning clustering technique, 
the K-Means clustering algorithm is usually used to divide the data into K 
clusters [15]. One disadvantage of the K-Means algorithm includes the prior 
fixation of several clusters [16]. Cluster analysis seeks to group objects that 
are the same in a single band and isolate objects that are different by putting 
them in alternative groups [17].

The user selects a predetermined number of clusters (presuming K 
clusters) which are used to classify the objects. The idea largely entails 
choosing unsystematic cluster centers, one for each group and positioned 
far apart [18]. Furthermore, the K-Means algorithm usually uses the 
Euclidean distance to determine the distance that separates the centroids 
and data points [19]. ISODATA uses an iterative strategy to establish the 
superior cluster centers until it meets certain convergence criteria [20].  
Besides, as compared to the K-means algorithm using the ISODATA 
makes it possible to split or merge the first number of the clusters, and 
therefore, the last number of clusters might be dissimilar to the number 
of clusters which have been indicated as a component of the output [21]. 
Additionally, the majority of the inputs include several extra user-supplied 
parameters as well as many clusters. There is a need to examine the input 
microarray data to initialize such parameters with suitable values [22]. 

In this article, the researchers seek to get the superior quality of clusters by 
initializing the centroids. Therefore, to get the finest clustering algorithm, 
the researchers have opted to perform a comparative analysis for the UCI 
data sets [23]. Furthermore, they sought to enhance the quality of clusters 
by investigating the ADMFI (Automatic Generations of Merge Factor of 
ISODATA). The arbitrary choice of the first seed point of the anticipated clusters 
is regarded as a significant limitation of the Automatic Generations of Merge 
Factor (AGMFI) [24]. The problem was dealt with by using the Enhanced 
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AGMFI to find the first centroid algorithms (see Table 1). Nonetheless, 
the Enhanced Automatic Generations of Merge Factor of ISODATA yields 
diverse excellent outcomes with the Silhouette-Coefficients measurement

since it does not rely on any selection of the number of clusters [25]. The 
gene expression  data was used to test the effectiveness of the two algorithms.

Table 1: Comparative Analysis of Clustering Quality of Measurement [1].
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Data Set Initial Num-
ber of Cluster

Finalized 
Number of 
Cluster

Cluster 
Quality by 
K-Means

Quality by 
Enhanced with 
K-means

Cluster 
Quality by 
AGMFI

Cluster 
Quality by 
EAGMFI

Serum 10 7 -0.566 12.38 22.78 29.594

Yeast 34 18 -0.43 17.27 43.26 51.38

Simulated 10 6 46.74 55.79 58.695 61.79
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