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The researchers argue that while performing document clustering, 
calculating the similarity measure between a pair of documents is a 
significant computational burden. Similarity measure involves determining 
the extent of similarity between a couple of reports then they are assigned 
a real number (0-1) [1]. A value of one shows that the documents are 
essentially the same while a value of zero signifies that the documents are 
entirely disparate. Conventionally, the vector-based models are usually 
relied to compute similarity between a pair of documents [2]. The models 
represent diverse characteristics of the documents; nonetheless, they 
cannot account for the document’s semantics [3]. Published documents 
usually have contexts in addition semantically related words are mostly 
used explain such contexts [4]. Fascinated by such a fact, different 
scientists use text annotation via external thesauruses such as lexical 
database (Word Net) to investigate semantic-based similarity measures [5].

In this study, the researchers used documents which were represented in 
Topic Maps to describe a semantic similarity. A Topic Map is a software 
popularly used to encode knowledge and connect the relevant knowledge 
[6]. The topic maps using the similarity measure are meaningfully superior 
as compared to current techniques used to calculate document similarity. 
The maps increasingly turning to be a practice standard for knowledge 
representation [7]. The coded knowledge is relied to convert the document 
into a map; besides, a relationship between the common patterns is used to 
represent the similarity between a pair of documents [8]. The text mining 
datasets are subjected to experimental studies which ultimately show that 
the new similarity measure is very successful in performing text clustering 
in comparison to the mostly utilized similarity measures [9]. Strehl et al. 
were among the first to investigate the effect of similarity measure with 
regards to performing clustering [10]. The researchers utilized the YAHOO 
datasets to make comparison of diverse similarity measures such as Extended 
Jaccard, Pearson correlation, Cosine, and Euclidean. Furthermore, they used 
diverse clustering algorithms such as weighted-graph partitioning, hyper-
graph partitioning, self-organizing features map, as well as Generalized 
K-mean [11]. The experiment revealed that Cosine and Extended Jaccard 
were closer to outcomes related to categorizations done by human.

The precision level of clustering is mainly determined by the efficiency of 
the defined similarity measure [12]. It becomes relatively easy to compute 
the function of similarity measure; besides, they must be easily explained 
and be able to subtly capture the correlation between the documents [13]. 
With regards to document clustering, researchers have proposed numerous 
similarity measures for instance, the most popular one is the cosine similarity 
measure and the Euclidean measure that relies on the distance metric to 
calculate documents similarity [14]. The two measures usually disregard 
the words or terms’ semantics as contained in the document. In this case, 
the researchers adopted the Word Net-based semantic similarity to compute 
the semantic similarity [15]. They computed similarity which is based on 
the common concepts hierarchy by initially extracting semantic words from 
the documents and then developed a semantic class hierarchy of the terms. 

The researchers performed clustering using a hierarchical agglomerative 
clustering technique to assess the efficiency of the recommended similarity 
measure [16]. Ultimately, the researchers concluded that clustering of 
documents collection could effectively be done using the topic based 
similarity measure since it generated more rational clustering in comparison 
to the human categorized structures [17]. Inspection of the outcomes on 
purity proves that with the exception of NEWS20, the KLD similarity 
emerged the second best in all sets of data [18]. The reason for performing 
poorly in the NEWS20 dataset is the fact that the latter is characterized 
by categories which are closely related as well as the collection contains 
documents with shorter lengths [19]. Alternatively, it is evident that in all 
datasets the cosine similarity performed relatively well; conventionally, 
it was a selection to perform clustering the collection of documents.

The outcome on entropy additionally validates the researcher’s findings that the 
topic map is an exceptional technique to perform representation of documents 
for clustering [20]. Choosing the general distribution of the collection as 
well as making a decision about the precise cluster of the document can be 
enhanced using the representation as evidently shown in the entropy results on 
the NEWS20 dataset [21]. Furthermore, the researchers argue that numerous 
approaches can be obtained for future research or studies for instance, there
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might be need to compare the performance of clustering as well as the 
documents representation [22]. Additionally, there can be need to examine 
the impact of such measures by suing diverse type of clustering algorithms.
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Figure 1: Graphical representation of entropy [20]
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